


CDR Service Review

Evaluation of how the CDR service should evolve to meet the requirements of the LHC

Objective
Expand the current Central Data Recording service to include: data import and export to and from CERN collaborating institutes; data recording from farms at regional centres and institutes direct to CERN mass storage; direct access to central data storage services at CERN from CERN collaborating institutes. 

Motivation  

The Central Data Recording service is now used by many real data taking experiments, as well as by the testbeams and Monte Carlo data challenges of the LHC experiments. Many experiments run a large portion of their Monte Carlo simulations at remote sites. That data is then transferred to CERN, either for central storage or for further processing in a CERN based analysis, or for both. 

Recently CHORUS contacted CDR support about using the CDR software in a modified form to manage the import of their emulsion data from Japan. This data is stored in an Objectivity database. Their request also included some Objectivity-specific requirements.

CMS have installed their own ftp server to import simulated data, which is used in the ORCA productions. They are using the Globus software and have asked that this data, once on the ftp server at CERN, be migrated to permanent storage using the CDR service. 

With the increase in the volumes of data to be simulated and analysed, coupled with the fact that many regional centres and institutes do not have the data storage facilities which are available at CERN, such data import and export will increase, as will requests for support. 

Should the current CDR service be expanded such that the IT Division take an active role in the development and deployment of a global data import, export and recording service?  Such a project would obviously be closely tied to the DataGrid project and should proceed in collaboration with the CERN DataGrid studies, as well as with the experiments themselves.  Leaving the experiments to implement their own solutions will result in a large number of different systems to accomplish essentially the same result, and will result in a lot of future support problems. 

Status of the current CDR service

Over the past year, the following modifications and upgrades have been made to the CDR service: 

· Direct access to tapes for recording data has been almost entirely replaced by a generic HSM system,

· The use of Objectivity/DB has been included, 

· Dedicated software for the CMS ORCA productions has been developed,

· A CDR database for CDR service management is being developed, 

· CDR monitoring for service management and experiments is being considered,

· A web based interface for service requests and management is being developed.

The current HSM system used by all but a few of the LHC testbeams is HPSS. COMPASS is using CASTOR whereas L3C and NA48 are still allocating and recording to tapes directly.  Replacing HPSS with CASTOR entails changing one line in the CDR configuration file. A few LHC testbeams are still using DLT tapes, primarily due to a lack of contact between the IT Division and the experiment.  

Objectivity requirements come primarily from CMS. The CDR software has been expanded to include tools for Objectivity administration and monitoring, and backup of the federated database and attached database files. A system that exports the status of the online federation to the users was developed with CMS. 

For the CMS ORCA productions, which began in 1999, the existing CDR software was too inflexible to incorporate all the requirements. Following the same CDR principles, a system was designed and implemented specifically for these productions. Obviously this cannot be done for all experiments with special requests. Many of the specific requirements in the CMS ORCA package could be incorporated as plug in routines in a more generic CDR model, designed for all data recording at CERN and at regional centres. Such a redesign of the CDR software should take into consideration the future CDR strategy and the DataGrid project. 

Given the large number of experiments using the CDR service and the fact that there are now three CDR service staff, a CDR administration package is considered essential for the management of the service. Such a package is under development. This comprises an Oracle CDR database that contains all information about experiments using the service. It is accessible and searchable via a web interface.  This package is not complete and requires more design work, which will obviously depend somewhat on the future CDR strategy.  Development of a monitoring service for both CDR support staff and experiments is also being considered.  Such a service could possibly benefit from the PEM project. 

Integration with other projects 

Consideration of these projects: 

· CASTOR/HPSS

· GRID

· PEM

· Others ?

Monitoring and administration : A GUI/web interface for monitoring and administration is essential. How much can overlap with the CASTOR planned 

GUI/web interface? 

Existing/new technologies 

Existing tools/commercial products need to be considered.  

· List and survey.

Policy on CDR usage

Often we learn who is using the CDR facilities only when they run into problems. Few experiments have a testbeam or CDR co-ordinator who is responsible for all data taking in an experiment and is in contact with us. Typically a group will start recording data using an old or obsolete version of the CDR software and will contact us when there are problems. Data is often recorded to the wrong COS in HPSS, or requests are made to use obsolete tape servers. It is then our responsibility to install the correct software, during data taking. Data recorded to the wrong COS in HPSS means extra work for the HPSS staff.  Such problems can be easily avoided when CDR staff are contacted in advance.

Should we enforce a stricter policy on CDR usage to reduce such incidents? Would policies that deny access to users who have not registered to use the service, or who have an incorrect configuration, improve the quality of the service, or would such restrictions lead to more problems?

Future CDR service

How should the CDR service evolve in order to manage the data recording and management requirements of experiments leading up to and including the LHC? Such a service should be able to cope with the requirements of real data recording and analysis, testbeam data, mock data challenges, and  large scale MC productions, both on the CERN site and at the regional centres.
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1) Discussion of the objective and motivation. Modify, add or change anything. We should have a clear idea/statement of what we want to do and our goals. Should this proceed in the form of a full supported project, with proposal etc,  à la CASTOR. 

2) Current status : any questions? We will need to continue the support of current services as well as requests in the immediate future. How should this be managed? Should the current CDR software/model be completely frozen?  How do we deal with special requests prior to a release of the new CDR? 

3) Compatibility with other projects, in particular CASTOR, GRID,PEM ?

4) We should understand the user requirements, data flow models and access patterns. Consultation with the experiments. 

Tool repository 

Many tools/scripts are common to all CDR installations. A central repository should be made and installations specific to experiments should attempt to make use of these
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